Computational stylistics and Biblical translation: how reliable can a dendrogram be?

ABSTRACT. In the present study, two versions of the New Testament – Greek original and its Latin translation known as the Vulgate – are compared using stylometric methods. Although the study addresses some questions concerning stylistic differentiation between particular books, the main aim is to discuss the problem of reliability in stylometry. Last but not least, a simple way of improving reliability of cluster analysis plots using resampling of input data is introduced.
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1. Introduction

Computational stylistics, also referred to as stylometry, has been traditionally focused on the problem of authorship attribution, i.e. the question whether hidden stylistic idiosyncrasies, traceable with advanced statistical procedures, might betray the person who wrote a disputed or anonymous literary text. Approaches to the problem of authorial “fingerprint” have quite a long tradition, dating back to studies by Augustus de Morgan, Conrad Mascol, and Thomas Mendenhall conducted as early as in the 1880s (cf. Holmes 1998: 112; Rudman 1998: 354). Seminal founders of the discipline also include the inventor of the term stylometry and a scholar who proposed a new method of inferring the chronology of Plato’s dialogues, Wincenty Lutosławski (1897).

Introduced in the pre-computer era, stylometric methods gained their popularity rather slowly through the decades of the 20th century. The first to use them were mathematicians, quantitative linguists, computer scientists, i.e. scholars with scientific background rather than humanities-oriented researchers. However, it was only after Burrows published his seminal study on Jane Austen (Burrows 1987) when stylometry has become known to a broader circle of literary scholars. Indeed, the techniques used in authorship attribution can be easily generalized into a variety of issues in literary studies, such as diachronic investigations in style change, studies in genre recognition, literary inspirations, etc. Last but not least, the methods in question have been also be applied in the area of translation studies. It was again Burrows who published a ground-breaking study on English translations of Juvenal (Burrows 2002a); since then, computational stylistics applied to translation studies has been thoroughly
examined and extended by Rybicki (2006, 2011, Heydel & Rybicki 2012), to name just a few studies.

The methods adopted or introduced by Burrows, Hoover, Craig, and others (Burrows 1987, 2002b, Hoover 2003a, Craig & Kinney 2009, etc.) were very intuitive and easily-applicable to literary studies. These are Principal Components Analysis, Cluster Analysis, Zeta and Iota. Despite their limitations (the lack of validation of the obtained results being the most obvious), they are still widely used. The awareness of their pitfalls is rarely demonstrated by the humanists, though.

On the other hand, the hard science has elaborated a number of well-performing, sophisticated machine-learning algorithms, suitable for classification tasks, derived mostly from the field of biometrics, nuclear physics, or software engineering. They include Naïve Bayes Classifier, Support Vector Machines, Nearest Shrunken Centroids, or Random Forests, to name but a few (Mosteller & Wallace 2007 [1964], Koppel et al. 2009, Jockers et al. 2008, Tabata 2012). Being surprisingly accurate, at the same time they are much too sophisticated (in terms of mathematical complexity) to be understood by the humanists, and thus they are usually ignored in literary-oriented studies. What is worse, they are sometimes claimed to be unsuitable for stylometric investigations due to their alleged unreliability. To exemplify, Love argues that interpreting groupings of samples on scatterplots or dendrograms – i.e. using graphical explanatory methods – should always be preferred to “black-box” approaches, as he refers to machine-learning classification methods (Love 2002: 142–147). His statement that supervised classification “offers none of the ways of assessing reliability offered by statistical methods” (ibid., 146) shows how different is the usage of the word “reliability” among literary scholars and computational scientists.

Since the gap between the two stylometric worlds is hopelessly getting wider, there seems to be a need for elaborating and promoting straightforward extensions of the existing methodology that could be used by literary scholars. If Decision Trees turn to be unavailable for a typical humanist, and nice-looking Cluster Analysis plots (dendrograms) are not reliable enough, the third way is to combine the two approaches. Using algorithms derived from the state-of-the-art classification methods, and visualization from the old-school techniques (e.g. dendrograms) might be a compromise. The promising examples include probabilistic and geometric extensions of classic Delta as introduced by Argamon (2009), and bootstrap consensus trees as a way of improving reliability of Cluster Analysis dendrograms. The latter method, inspired by the study of Papuan languages by Dunn et al. (2005, quoted in Baayen 2008: 143–147), will be discussed in greater detail below.
2. Reliability in computational stylistics

The question of reliability in non-traditional authorship attribution has been extensively discussed by Rudman (1998a, 1998b, 2003), who formulated a number of caveats concerning corpus preparation, sampling, style-markers’ selection, interpreting the results, etc. Rudman’s fundamental remarks, however, had not been preceded by an empirical investigation. Experimental approaches to the problem of reliability include an application of recall/precision rates as a way of assessing the level of (un)certainty (Koppel et al. 2009), a study on different scalability issues in stylometry (Luyckx 2010), a paper discussing the short sample effect and its impact on authorship attribution reliability (Eder 2010), an experiment using intensive corpus re-composition to test whether the attribution accuracy depends on particular constellation of texts used in the analysis (Eder & Rybicki 2012), a study aimed to examine the performance of untidily prepared corpora (Eder 2012), and so on.

Sophisticated machine-learning methods of classification routinely try to estimate the amount of potential error that may be due to inconsistencies in the analyzed corpus. A standard solution here is a 10-fold cross-validation, in terms of 10 random swaps between two parts of a corpus: a subset of reference tests and a subset of texts used in the testing procedure. Although it is rather disputable if bare 10 cross-checks are enough to ascertain the results of real-life linguistic data (Eder & Rybicki 2012), the general idea of reassessing the corpus with a number of random permutations of variables is a big step forward in stylometric investigations. So far, this is the only way to identify local anomalies in textual data, i.e. any texts that are not “representative” enough for their authors’ idiolects.

Unsupervised methods used in stylometry, such as Principal Components Analysis or Cluster Analysis, lack this important feature. On the other hand, however, the results obtained using these techniques “speak for themselves”, which gives a practitioner an opportunity to notice with the naked eye any peculiarities or unexpected behavior in the analyzed corpus. Also, given a tree-like graphical representation of similarities between particular samples, one can easily interpret the results in terms of finding out which group of texts a disputable sample belongs to.

Hierarchical cluster analysis – as applied in the present study – is a technique which seeks for the most similar samples (e.g. a literary text, etc.) and builds a hierarchy of clusters, using a “bottom up” approach. It means that the procedure starts with pairing the nearest neighboring samples into two-element groups, and then recursively joins these groups into larger clusters. What makes this method attractive is a very intuitive way of graphical representation of the obtained results (see Fig. 1–3). However, despite obvious advantages,
some problems still remain unresolved. The final shape of a dendrogram highly depends on many factors, the most important being (1) a distance measure applied to the data, (2) an algorithm of grouping the samples into clusters, and (3) the number of variables (e.g. the most frequent words) to be analyzed. These factors will be briefly discussed below.

In a study of multivariate text analysis using dendrograms, Burrows writes: “my many trials suggest that, for such data as we are examining, complete linkages, squared Euclidean distances, and standardized variables yield the most accurate results” (Burrows 2004: 326). The distance used by Burrows is a widely accepted solution in the field of computational stylistics; there are no studies, however, explaining the principles of using this particular measure. Presumably, “standardized variables” mean, in this context, relying on z-scores (i.e. scaled values) rather than on relative word frequencies. If this is true, the distance used here is in fact equivalent to the Linear Delta measure introduced by Argamon (2009: 134), a slightly modified version of the classic Delta measure as developed by Burrows (2002b). Since the distance measure embedded in Delta proved to be very effective – a fact confirmed by numerous attribution studies – it should be also, by extension, applicable to hierarchical cluster analysis procedure. The choice of this particular measure, however, was neither explained on theoretical grounds, nor confirmed by empirical comparisons with other distances. Should a chosen measure follow the inherent characteristics of linguistic data, such as the Zipf’s law? Should the same distance be used to analyze inflected (e.g. Latin) and non-inflected (e.g. English) languages? These and similar questions have not been answered yet.

Another factor affecting the final shape of a dendrogram is a method of linkage used. In the above-cited statement, Burrows favours the complete linkage algorithm as the most effective one. We do not know, however, which were the other algorithms considered by Burrows, and we do not know what method of comparison was used to test their effectiveness. In a similar study, Hoover argues that the best performance is provided by Ward’s linkage (Hoover 2003b); his claim is confirmed by a concise comparison of Ward’s, complete, and average linkages. The Ward’s method is quite often used in quantitative linguistics, corpus linguistics, and related fields. Although it seems to be accurate indeed, there is no awareness that this method has been designed for large-scale tests of more than 100 samples: for the sake of speed, the optimal clustering was not a priority (Ward 1963: 236). What is worse, the state-of-the-art linkage algorithms seem to be ignored by stylometrists, probably because they are not implemented in standard statistical software. One might want to ask a question: if, say, neighbor-joining methods for reconstructing phylogenetic trees (Saitou & Nei 1987) were
supported by out-of-the-box commercial software, would text analytics still promote complete or Ward’s linkage?

“Blind borrowing of statistical techniques from other disciplines must stop”, claims Rudman (1998b: 355). This is certainly true, and it applies, *inter alia*, to the choice of linkage method. The real problem is, however, that stylometry has not developed its own linkage algorithm, and the methods derived from other fields have not been systematically tested on linguistic data. So far, then, we are at the mercy of existing procedures, for better and for worse.

Last but not least, the results of cluster analysis depend on a number of features (e.g. frequent words) to be analyzed. This drawback is shared by all multivariate methods relying on distance measures. The question how many features should be used for stylometric tests has been approached in many studies, but no consensus has been achieved: some scholars suggest using a small number of carefully selected words (function words), others prefer long vectors of words, and so on. Although all these solutions are reasonable and theoretically justified, the choice of the number of features is usually arbitrary. This problem is sometimes referred to as cherry-picking (Rudman 2003); and it will be addressed in the present study.

One important thing needs to be stressed at this point: the endless discussions concerning the preferred linkage algorithm, choice of distance measure etc. all betray (implicitly) the real issue at stake. Namely, dendrograms produced by hierarchical cluster analysis are *unstable* and very *sensitive* to any changes in a number of features and/or methods of grouping the samples.

### 3. Data and research questions

To address the question of authorial uniqueness of a literary text translated into another language, and to assess the problem of reliability of cluster analysis, a particular case of textual tradition has been chosen, namely the New Testament. As a typical sacred text, it is believed to be written under the inspiration of God; this reason alone makes the question of authorship of some disputed books (e.g. Epistles) to be very interesting, to say the least. Also, as a sacred text, the New Testament requires special attention to be paid by its translators: the text has to be rendered with a rigid precision. This feature of Biblical translations gives us an opportunity to conduct a very interesting cross-language comparison, because different language versions are perfectly parallel.

The study will examine two versions of the New Testament: the Greek original and its Latin translation by St Jerome, commonly known as the Vulgate. Since the New Testament
consists of texts written by several authors, the study attempts to answer three different yet related questions:

1. Are the particular authors of the Gospels, Epistles, etc. recognizable in the Greek original?
2. Are the original authorial traces noticeable also in the Latin translation?
3. Are the differences (if there are any) between authors as strong in the translation as in the original?

The third question is based on the assumption – also known as the leveling-out hypothesis as formulated by Baker (2004) – that texts translated into a given language are generally more similar to each other than texts originally written in the language in question (in other words: translating usually weakens stylistic nuances noticeable in the original).

The aim of the present study, however, is to identify some pitfalls of multivariate analysis rather than to answer explicitly the above questions concerning similarities or dissimilarities between particular samples of the Holy Scripture. Modern scholarship has been approaching the problem of authorship of the New Testament for centuries (Helms 1997, Guthrie 1990, Brown 1997); there were also some stylometric studies addressing this issue (Kenny 1986, Greenwood 1995, Ledger 1995, etc.). It can be safely assumed, then, that the problems concerning the authorship of subsequent books of the New Testament have been thoroughly examined from linguistic, historical, theological, and rhetorical points of view. For this reason, the Scripture seems to be an ideal material for stylometric benchmarks, because the traditional scholarship can serve as a straightforward validation of the results obtained by using the computational approach.

The above remark applies also to the Latin version of the Bible. There is a strong agreement in biblical studies that St Jerome rendered the Old Testament from the Hebrew original, having previously translated some passages from the Septuagint. As to the New Testament, scholars are rather unanimous that St Jerome did not translate the whole text from scratch but rather revised and corrected existing translations, commonly referred to as Vetus Latina (Nautin 1986). In the following benchmarks, the facts determined by traditional scholarship will serve as a good point of reference.

Some books of the New Testament are rather too short for being approached with multivariate analysis; thus, a reasonable selection of the whole material has been collected: the Synoptic Gospels (Matthew, Mark, Luke), the Gospel of John, the Acts, a selection of Pauline Epistles (First Corinthians, Second Corinthians, Romans), James’s Epistle, and the Revelation. All the tests have been performed twice: for Greek original, and for Latin
translation. The discussion presented below, however, focuses basically on the Greek version. The results for the Vulgate are briefly commented on in the final section of this paper.

4. The experiment

To approach the question of stylistic differentiation between particular books of the New Testament, a number of plots using different linkage algorithms and/or different distance measures have been generated. As expected, the obtained dendrograms were substantially heterogeneous – three examples (out of many) are shown on Fig. 1–3. Usually, even a little change in the settings affects the final results. Without deciding (yet) which dendrogram is more likely to be “true”, one has to admit that the particular groupings are quite unstable, to say the least.

Figure 1. Greek New Testament, 30 MFW, Eder’s simple distance

Figure 2. Greek New Testament, 300 MFW, Classic Delta distance

Fig. 1 shows the results for 30 the most frequent words (short ‘MFW’). One can clearly see that two parts of the Revelation are clustered together with the beginning of Mark; another discrete cluster stands for Matthew combined with the final passages of Luke. In the middle of the graph, there is a distinguishable cluster of Paul’s Epistles and James’s Epistle linked together. In Fig. 2 (300 MFW, classic Delta measure), the cluster of Epistles is even more distinct, but this time it unexpectedly absorbs the Revelation. An interesting thing is that a cluster containing the Acts attracts the first part of Luke – which might reflect some stylistic
similarities between the Acts and the Gospel of Luke (Greenwood 1995). The dendrogram for 1000 MFW and classic Delta distance measure (Fig. 3) combines, in a way, the information brought by the two previous graphs. Thus, the third plot seems to be the most convincing... Or does it?

At this point, a stylometrist inescapably faces the above-mentioned cherry-picking problem (Rudman 2003). When it comes to choosing the plot that is the most likely to be “true”, scholars more or less unconsciously pick the one that looks more reliable than others, or simply confirms their hypotheses. If common sense is used to evaluate the obtained plots, any counter-intuitive results will be probably dropped simply because they do not fit the scholars’ expectations. An interesting variant of cherry-picking is discussed by Vickers, who writes about the “visual rhetoric” of different lines, arrows, colors etc. added to a graph; being helpful, at the same time they suggest apparent separations of samples (Vickers 2011: 127).

![Figure 3. Greek New Testament, 1000 MFW, classic Delta distance](image)

![Figure 4. Greek New Testament, 1000 MFW, classic Delta, validated using the results of 5000 bootstrap turns](image)

Is it possible to eschew the problem of cherry-picking? Yes, if one agrees to turn over the natural hierarchy in human–machine interaction, and accepts the superiority of automatic (i.e. machine-based) estimation of the most “reliable” picture. Even if it sounds like a post-human manifesto, it has been successfully used for decades in computer sciences, and also in computational stylistics. To exemplify, in a study aimed to identify the most “typical” works by analyzed authors (whatever a word “typical” means), an effective way to evaluate the

---

**Figure 3.** Greek New Testament, 1000 MFW, classic Delta distance

**Figure 4.** Greek New Testament, 1000 MFW, classic Delta, validated using the results of 5000 bootstrap turns
validity of particular samples turned out to be a procedure of intensive random permutation of the corpus to rule out the outliers (Eder & Rybicki 2012).

In the New Testament case, a similar approach might be used. An easiest way to get rid of cherry-picking is to apply a series of tests using different vectors of frequent words (e.g. 100, 110, 120, 130, ..., 1000), followed by an automatic evaluation of the dozens of pictures obtained throughout the analysis. One has to remember, however, that the arbitrary choice of 100, 110 etc. words might still lead to biased results. For this reason, a more advanced procedure, derived from a variety of bootstrap methods, is used instead.

The general idea of bootstrap is to perform a series of approaches to the input data: in a large number of trials, samples from the original population are chosen randomly (with replacement), and this chosen subset is analyzed in substitution of the original population (Good, 2006). Speaking of stylometric multivariate analyses, one can compute a list of the most frequent words from a corpus and use it as the “original population”, and then to produce a large number of virtual subsets containing randomly selected words. In the present approach, a list of 1000 MFW is used; a few dozen words occupying the top of this list are as follows (in descending order):

και, ὁ, τοῦ, ἐν, δὲ, τὸ, εἰς, τὸν, τὴν, ὅπι, τῆς, τῶν, τῷ, αὐτῶν, οἱ, ἡ, ἐκ, οὐκ, μὴ, τῇ, τὰ, αὐτῶ, γὰρ, τοὺς, ἵνα, οὐ, οὖν, ἐπὶ, πρὸς, θεοῦ, αὐτῶν, αὐτῶν, ἄστιν, ὡς, μου, ὑμῖν, ἵππος, ὑμῖν, τοῖς, αὐτοῖς, διὰ, εἰς, ἐπὶ, ἐγὼ, εἰ, ἄπα, λέγει, ἀλλὰ, ὑμῖν, ὃς, με, ὑμῖν, περὶ, τὰς, θεοῦ, τοῦτο, ὑμῖν, σου, τι, ὃς, αὐτῶν, ἄλλα, ταῦτα, ἐὰν, τις, κατὰ, μοι, μετὰ, κυρίου, πάντα, ἴπποι, ἐγένετο, αὐτοίς, οὗτος, ὃν, αὐτῆς, πάντας, ταῖς, χριστοῦ, γῆς, μὲν, ὁ, πνεῦμα, ἐξ, ἱμαῖς, σὺ, ὑπὸ, νῦν, ἀπαρχὴ, ἢ, δὲ, ὃς, σὺν, καθὼς, ὑμῖν, ἱμαῖς, ἐπὶ, ἵδοι, μετὰ, ὑπέρ, ...

Next, 100 words have been randomly harvested from this list (with replacement) in a very large number of iterations. Presumably, 5000 turns and 100 words in each turn is sufficient to cover the whole range of the approached fragment of the frequency list. In each turn, cluster analysis based on the selected 100 words were performed, and the results were recorded. Perhaps a straightforward way to assess the results is to produce 5000 subsequent dendrograms, one for each trial, but it is hardly feasible to inspect them all with the naked eye. Instead, the recorded information about particular clustering across the 5000 turns can be used to validate, say, a manually chosen dendrogram; it might be even the same plot that was cherry-picked at the earlier stage of the analysis (Fig. 3–4). The thermometers added to the plot (Fig. 4) represent the results of the bootstrap procedure. They show how reliable particular nodes on the graph are: the higher the “temperature”, the more robust a given
linkage, since the “temperature” reflects recurrence of the nodes across the 5000 bootstrap trials. It is evident in Fig. 4 that some of the clusters turned out to be rather accidental, while some other display a considerably high “temperature”: particularly John, the Acts, and the Revelation. Also, Paul’s Epistles and James’s Epistle are very robustly detached, even if they flock together in one common cluster.

The technique introduced above might serve as a comprehensive lie detector for testing particular plots’ reliability. For simple pictures, it might be a very convenient solution. However, interpreting a considerably complex dendrogram with numerous nodes can be a rather tough task. The last stage of the analysis, then, is to produce a compact plot (referred to as a “consensus tree”) that would summarize the information on clustering from the 5000 bootstrap iterations. The principle of building the plot is simple: if the “temperature” of a particular node is high enough, the node will appear on the consensus tree as well (Fig. 5).

At this point, we are really far away from the manual inspection of various dendrograms in search of the most “reliable” picture. The presented method of data verification using bootstrap seems to have solved the cherry-picking problem, but there is still a fly in the ointment. Namely, in the process of building the consensus tree one has to decide how high the “temperature” needs to be to establish a particular cluster. The decision is an arbitrary one.
The mechanism of hammering out the consensus can be compared to voting in an election: particular nodes appearing on different dendrograms “vote” for a certain cluster; the thermometers indicate the percentage of “votes” for and against the cluster in question. Like in real-life political systems, however, it has to be decided how many “votes” are needed to make the election valid. Usually, it is at least 50% of the votes, sometimes more, and some elections require unanimity; the same rules applies to consensus trees. Depending on the decided robustness threshold (or, the sufficient “temperature”), the final shape of the grown tree might differ significantly, as shown in Fig. 5–10.

![Greek New Testament, bootstrap consensus tree](figure7.png)  
(consensus strength: 0.95)  

![Latin New Testament, cbootstrap consensus tree](figure8.png)  
(consensus strength: 0.95)

In Fig. 5, a very “democratic” type of consensus tree is shown: only those groupings that appeared in at least 50% bootstrap iterations were used to build a consensus tree (the “temperature” set to 0.5). One can easily identify a discrete branch for the Epistles (Jacob being put apart), branches for the Revelation, John, and the Acts. The remaining distinctive branch stands for three narrative variants of the crucifixion and resurrection of Christ described in three final parts of Matthew, Mark, and Luke – which is quite easy to explain, since the Synoptic Gospels share a great amount of textual material. The remaining samples are linked directly to the root of the tree, which means that they are ambiguous: in the subsequent 5000 bootstrap iterations, they are jumping from one cluster to another.

In Fig. 7, the robustness threshold was set to almost unanimous consensus (the “temperature” is decided to be as high as 0.95). This rigid version of consensus tree reveals an
interesting fact that in the Greek New Testament, only two books are soundly distinct in terms of stylistic differentiation: John and the Revelation.

**Figure 9.** Greek New Testament, bootstrap consensus tree (consensus strength: 0.3)

**Figure 10.** Latin New Testament, bootstrap consensus tree (consensus strength: 0.3)

On the other pole is Fig. 9, where the consensus strength is set to an extremely low value of 30% (a voting system hardly imaginable in real-life democracies). Certainly, this plot is less reliable than the trees shown above, but at the same time it might betray some secondary regularities that are normally overwhelmed by strong authorial signals. Here, the cluster for the Acts seems to be interesting, because it absorbed the beginning part of Luke. Even if weak, this signal might to some degree confirm the hypothesis that St Luke was the author of the Acts (Guthrie 1990).

It is hard to decide which threshold of robustness should be chosen. Presumably, a reasonable approach is to generate a couple of consensus trees and to evaluate behavior of particular clusters. Now, if a given group of texts happens to be clustered on a unanimous consensus tree, it suggests that stylistic similarities between these texts are very strong indeed. On the other hand, if a tolerant consensus tree (the “temperature” around 0.5 or less) does not show any linkage between given samples, one has a convincing evidence of their actual significant differentiation.
5. Stylometry of translation

Finally, having discussed behavior of the Greek corpus, one can confront the results with its translated counterpart (Fig. 5–10). The general observation that can be made is that the twin versions of the New Testament – the Greek original and its Latin translation – display striking similarities. In the Vulgate, the original authorial signal is predominant and can be traced through the (almost) transparent layer of translatorial signal. The parallel trees representing the consensus of 95% are simply identical; on two remaining pairs of plots (consensus of 50% and 30%, respectively), most groupings in the Greek corpus are mirrored on the Latin side as well. The differences between the corpora are modest, yet interesting. First, a weak connection between the Acts and the Gospel of Luke, that could be seen on some plots on the Greek side, disappeared in the translation. In other words: the Latin translation differentiates stylistically the Acts and the Synoptic Gospels to a greater extent that the Greek original. Secondly, in the Latin translation the Synoptic Gospels tend to break into two discrete clusters: one for the opening parts, another for the closing sections of subsequent Gospels. In the Greek version, the Synoptic Gospels’ clustering according to content (rather than to authorship) is not that clear.

6. Conclusions

In this paper, some reliability issues in computer-assisted translation studies have been discussed. The main methodological problem addressed in the study refers to the evaluation and validation of the results obtained using explanatory techniques of nearest neighbor classification. As presented above, hierarchical cluster analysis is vulnerable to a few factors, including the number of features, method of linkage, and distance measure used in the analysis. A dendrogram always represents a single precisely defined set of these variables (e.g. 100 frequent words + Ward’s linkage + Euclidean distance), yet it might yield the correct results simply by chance. Even though, the results are unstable and their interpretation depends on arbitrary decisions made by a scholar: in evaluating the results, the risk of cherry-picking is obvious.

The procedure introduced above aims to help eschew the problem of arbitrariness. In a very large number of iterations, the variables needed to construct a dendrogram were chosen randomly, and a virtual dendrogram for each iteration was generated. Next, these numerous virtual dendrograms were combined into a single compact consensus tree. It is believed that this technique can provide an insight into average behavior of the analyzed corpus. However, there was no ideal consensus tree generated in the study, in terms of a single plot that would
tell the whole true about the input data. It seems that the Holy Grail of stylometric reliability is still beyond our capabilities.
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